Section 1: Eigenvalues & Eigenvectors

We now introduce a pair of objects which will be the primary focus of our application of linear algebra to differential equations.

Definition 1

Consider a matrix $A \in \mathbb{R}^{2 \times 2}$. Then a vector $v \in \mathbb{C}^2$ satisfying the equation

$$Av = \lambda v$$  \hspace{1cm} (1)

for some $\lambda \in \mathbb{C}$ is called an eigenvector of $A$, and the value $\lambda$ is the corresponding eigenvalue.

Note that, for $A \in \mathbb{R}^{2 \times 2}$ and $v \in \mathbb{C}^2$, the operation $Av$ always produces a 2-dimensional vector. We can therefore think of $Av$ as an operation on 2-dimensional vectors. That is, it inputs a 2-dimensional vector, and it outputs another 2-dimensional vector. This is example of a linear transformation.

What is important to note about equation (1) is that the output vector $Av$ usually has nothing to do with the input vector $v$. If we picked a $2 \times 2$ matrix and a vector $v$ at random, we would not expect to see much similarity between $v$ and the vector produced by $Av$. For example, for

$$A = \begin{bmatrix} 2 & 0 \\ 2 & 1 \end{bmatrix} \quad \text{and} \quad v = \begin{bmatrix} 1 \\ 1 \end{bmatrix}$$

we compute

$$Av = \begin{bmatrix} 2 & 0 \\ 2 & 1 \end{bmatrix} \begin{bmatrix} 1 \\ 1 \end{bmatrix} = \begin{bmatrix} 2 \\ 3 \end{bmatrix}.$$  

As expected, the resulting vector $(2, 3)$ has very little resemblance to the vector we started with, $v = (1, 1)$. 

It is sometimes the case, however, for very carefully selected vectors, computing $A\mathbf{v}$ produces a vector which differs from $\mathbf{v}$ by only a constant value (a scaling in the $(x,y)$-plane). In some sense, the operation implied by $A$ on the vector $\mathbf{v}$ does not affect the vector. Such a pair is called an eigenvalue/eigenvector pair. For example, if we choose the vector $\mathbf{v} = (1,2)$ with the above matrix $A$, we have

$$A\mathbf{v} = \begin{bmatrix} 2 & 0 \\ 2 & 1 \end{bmatrix} \begin{bmatrix} 1 \\ 2 \end{bmatrix} = \begin{bmatrix} 2 \\ 4 \end{bmatrix} = 2 \begin{bmatrix} 1 \\ 2 \end{bmatrix}.$$  

We will say that $\mathbf{v} = (1,2)$ is an eigenvector of $A$ with eigenvalue $\lambda = 2$.

For many applications, the eigenvectors $\mathbf{v}$ and corresponding eigenvalues $\lambda$ of a matrix $A$ tells us very important information about the what $A$ can do. Differential equations will be no exception, although a more comprehensive treatment is given in Math 129A. This recognition does not, however, resolve the question of how we find the eigenvalues and eigenvectors of a given matrix. For example, how did we know to choose the vector $\mathbf{v} = (1,2)$? At this point, it is little more than a lucky guess.

To answer this question, we consider the eigenvector/eigenvalue equation $A\mathbf{v} = \lambda \mathbf{v}$ in more depth. This can be rewritten as

$$A\mathbf{v} - \lambda I\mathbf{v} = 0 \quad \Rightarrow \quad (A - \lambda I)\mathbf{v} = 0.$$  

We are allowed to do this because the identity matrix does not alter a matrix (or vector) upon multiplication (i.e. $\mathbf{v} = I\mathbf{v}$). The matrix $A - \lambda I$ is $A$ with $\lambda$ subtracted from the diagonal. It is a basic fact of linear algebra (but unfortunately not one we will be able to justify in this course) that a matrix can satisfy the equation $A\mathbf{v} = \mathbf{0}$ for a non-trivial vector $\mathbf{v}$ if and only if its determinant is zero. It follows that (2) can be true if and only if

$$\det(A - \lambda I) = 0.$$  

Now consider the general $2 \times 2$ matrix

$$A = \begin{bmatrix} a & b \\ c & d \end{bmatrix}.$$  

We can now clearly see that

$$A - \lambda I = \begin{bmatrix} a - \lambda & b \\ c & d - \lambda \end{bmatrix}.$$  
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It follows that \( \det(A - \lambda I) = 0 \) implies

\[
(a - \lambda)(d - \lambda) - bc = \lambda^2 - (a + d)\lambda + (ad - bc) = 0.
\] (4)

This equation is called the characteristic polynomial of the matrix \( A \). We can determine the eigenvalues of the matrix \( A \) by solving this quadratic for \( \lambda \). It remains then to find the associated eigenvector \( \mathbf{v} = (v_1, v_2) \) to a given eigenvalues \( \lambda \). For this, we return to (2) and note that we can solve the expression

\[
(A - \lambda I)\mathbf{v} = \mathbf{0}
\]

for the vector \( \mathbf{v} \) by expanding out the components (or row reduction).

**Note:** The characteristic polynomial (4) can also be solved by the quadratic formula, which gives

\[
\lambda = \frac{(a + d) \pm \sqrt{(a + d)^2 - 4(ad - bc)}}{2}.
\]

This expression tells us a great deal about the general nature of eigenvalues and eigenvectors. There are three distinct cases:

1. Two real-valued and distinct eigenvalues \((\lambda_1 \text{ and } \lambda_2)\).
2. One repeated real-valued eigenvalue \((\lambda)\).
3. A complex-valued conjugate pair of eigenvalues \((\lambda_{1,2} = \alpha \pm \beta i)\) where \( i = \sqrt{-1} \).

We will consider these cases for the eigenvalues separately, as they will require slightly different techniques for determining the corresponding eigenvectors.

**Example 1**

Find the eigenvalues and eigenvectors of the matrix

\[
A = \begin{bmatrix} 2 & 0 \\ 2 & 1 \end{bmatrix}.
\]
Solution: To compute the eigenvalues, we need to solve

$$\det(A - \lambda I) = \begin{vmatrix} 2 - \lambda & 0 \\ 2 & 1 - \lambda \end{vmatrix}$$

$$= (2 - \lambda)(1 - \lambda) - (2)(0)$$

$$= (2 - \lambda)(1 - \lambda) = 0.$$ 

It is clear that we have two distinct real-valued roots, $\lambda_1 = 1$ and $\lambda_2 = 2$. Substituting the first value in the expression $(A - I)v = 0$ to find the corresponding eigenvector gives

$$\begin{bmatrix} 1 & 0 \\ 2 & 0 \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}$$

where we are trying to solve for $v_1$ and $v_2$. An expression like this is called a linear system of equations. They are commonly rewritten in the form

$$\begin{bmatrix} 1 & 0 \\ 2 & 0 \end{bmatrix}.$$

The question becomes how to solve such systems of equations. It turns (details omitted) that we are allowed perform the following three operations without changing the value of the solution, $v_1$ and $v_2$:

1. Multiply rows by scalar values.
2. Add rows.
3. Switch the order of rows.

What we want to do is use these operations to rearrange this matrix expression into a form satisfying the following two objectives:

1. The first non-zero entry in each row is a 1.
2. The first non-zero entry in each successive row is further to the right than the previous row.

Such a matrix is said to be in echelon form.

For our example (and the vast majority we will see), the method for obtaining this form will be obvious. In this case, we are almost there,
since the first row begins with a 1. The only thing we need to worry about is the 2 in the second row. We need to remove it, because we are not permitted to have any entry in that column by condition 2 above. We can remove it by taking the second row and subtracting two of the first row from it. We have

$$\tilde{R}_2 = R_2 - 2R_1 \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$ 

There are no further operations to perform. We recognize now that this corresponds to the system of equations

$$\begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}$$

which can be expanded into

$$(1)v_1 + (0)v_2 = 0 \implies v_1 = 0$$

$$(0)v_1 + (0)v_2 = 0 \implies 0 = 0.$$ 

The second equation is trivially satisfied while the first places a restriction on $v_1$. It follows that the system can be satisfied for any choice of $v_1 = 0$ and $v_2 = t$ where $t \in \mathbb{R}$. That is to say, the vectors we are looking for are

$$\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = t \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$ 

Choosing $t = 1$ (a convenient choice, but any value will do), we obtain $v_1 = (0,1)$.

Now consider $\lambda_2 = 2$. We have

$$(A - 2I)v = 0 \implies \begin{bmatrix} 0 & 0 \\ 2 & -1 \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.$$ 

We put this in the condensed matrix form and solve to get

$$\begin{bmatrix} 0 & 0 & 0 \\ 2 & -1 & 0 \end{bmatrix} \tilde{R}_1 = \begin{bmatrix} 1 - (1/2) \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix}.$$
It follows that we have the system

\[ v_1 - (1/2)v_2 = 0 \]
\[ 0 = 0. \]

The second equation (again) is meaningless. This will be a general property of the eigenvector system we will have to solve. This can be satisfied if and only if \( v_1 = (1/2)v_2 \) which can be parameterized as \( v_1 = (1/2)t \) and \( v_2 = t \) for \( t \in \mathbb{R} \). It follows that we have

\[
\begin{bmatrix}
  v_1 \\
  v_2 \\
\end{bmatrix} = t \begin{bmatrix}
  1/2 \\
  1 \\
\end{bmatrix}.
\]

Choosing the value \( t = 2 \) (an easy choice), we obtain the vector \( v_2 = (1, 2) \). This corresponds to the earlier eigenvector which we confirmed was associated with the eigenvalue \( \lambda = 2 \) by direct computation, and we are done!

Example 2

Find the eigenvalues and eigenvectors of the matrix

\[ A = \begin{bmatrix} -4 & -1 \\ 4 & 0 \end{bmatrix}. \]

Solution: We have

\[
\det(A - \lambda I) = \begin{vmatrix} -4 - \lambda & -1 \\ 4 & -\lambda \end{vmatrix} = (-4 - \lambda)(-\lambda) + 4 = \lambda^2 + 4\lambda + 4 = (\lambda + 2)^2 = 0.
\]

We do not even need to use the quadratic formula to determine that \( \lambda = -2 \). We notice that there is something distinctively different about this example since we have only found one eigenvalue instead of the
typical two. Nevertheless, we can proceed as before and compute

\[(A - 2I) = 0 \implies \begin{bmatrix} -4 - (-2) & -1 \\ 4 & -(-2) \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix} \]

\[\rightarrow \begin{bmatrix} -2 & -1 \\ 4 & 2 \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix} \]

\[\rightarrow \begin{bmatrix} 1 & 1/2 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix}.\]

This corresponds to \(v_1 + (1/2)v_2 = 0\). Setting \(v_2 = t = 2\) (to clear the denominator) gives us the eigenvector \(v = (-1, 2)\), and since \(\lambda = 2\) was the only eigenvalue, we are done.

Something is very different about this example. We have obtained an eigenvector, but one rather than the expected two. For the applications involving differential equations we will need to have a full set of eigenvectors—in this case, we will need two of them. Otherwise, we will not be able to solve the systems. The resolution is contained in the following definition.

**Definition 2**

A vector \(w \in \mathbb{R}^2\) is called a **generalized eigenvector** of \(A \in \mathbb{R}^{2 \times 2}\) if it satisfies

\[(A - \lambda I)w = v\]

where \(v \in \mathbb{R}^2\) is a regular eigenvector.

It is not immediately obvious how this new vector helps us (and the rigorous justification is beyond the scope of the course), but it is known that a generalized eigenvector only exists when there is a repeated eigenvalue \(\lambda \in \mathbb{R}\) corresponding to only a single eigenvector \(v\) of a matrix \(A \in \mathbb{R}^{2 \times 2}\).

**Example 3**

Find a generalized eigenvector of the matrix

\[A = \begin{bmatrix} -4 & -1 \\ 4 & 0 \end{bmatrix}.\]
**Solution:** We want to find a generalized eigenvector $w$ by using the equation $(A - \lambda I)w = v$ where $v = (-1, 2)$. We have

$$(A - 2I)w = v \implies \begin{bmatrix} -2 & -1 & -1 \\ 4 & 2 & 2 \end{bmatrix} \implies \begin{bmatrix} 1 & \frac{1}{2} & \frac{1}{2} \\ 0 & 0 & 0 \end{bmatrix}.$$  

This corresponds to the system $w_1 + (1/2)w_2 = (1/2)$. Setting $w_2 = t$ gives $w_1 = (1/2) - (1/2)t$. Picking $t = 1$ gives $w = (w_1, w_2) = (0, 1)$. So, corresponding to the repeated eigenvalue $\lambda = 2$, we have the regular eigenvector $v = (-1, 2)$ and a corresponding generalized eigenvector $w = (0, 1)$.

**Note:** As with regular eigenvalues, the choice of $t$ in the selection of a generalized eigenvalue is arbitrary, but can be chosen for algebraic simplicity. This flexibility can, however, lead to vectors which seem wildly different than each other. For instance, choosing $t = 2$ gives the generalized eigenvector $w = (-1/2, 2)$.

**Example 4**

Find the eigenvalues and eigenvectors of the matrix

$$A = \begin{bmatrix} 3 & -1 \\ 5 & -1 \end{bmatrix}.$$  

**Solution:** We need to compute

$$\det(A - \lambda I) = \begin{vmatrix} 3 - \lambda & -1 \\ 5 & -1 - \lambda \end{vmatrix} = (3 - \lambda)(-1 - \lambda) + 5 = \lambda^2 - 2\lambda + 2 = 0$$  

$$\implies \lambda = \frac{2 \pm \sqrt{4-8}}{2} = 1 \pm i.$$
We might be tempted to give up on the equation, but it turns our complex-valued eigenvalues and eigenvectors are extremely important in the study of linear algebra, and in solutions of real-valued differential equations. We need to find complex-valued eigenvectors \( v \in \mathbb{C}^2 \).

There is some good new and some bad new with regards to solve \((A - \lambda I)v = 0\) for \( v \in \mathbb{C}^2 \):

1. The algebra is undoubtedly more challenging. Practice will help significantly in recognizing the general tricks.

2. We only have to perform the computation once. (It is a fact that if \( \lambda = \alpha + \beta i \) corresponds to eigenvector \( v = a + bi \), then \( \lambda = \alpha - \beta i \) corresponds to eigenvector \( v = a - bi \).)

We will start with \( \lambda = 1 + i \). We have

\[
(A - (1 + i)I)v = 0 \implies \begin{bmatrix} 3 - (1 + i) & -1 \\ 5 & -1 - (1 + i) \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

\[\implies \begin{bmatrix} 2 - i & -1 \\ 5 & -2 - i \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

\[\implies \begin{bmatrix} (2 - i)(2 + i) & -(2 + i) \\ 5 & -2 - i \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

\[\implies \begin{bmatrix} 5 & -2 - i \\ 5 & -2 - i \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

\[\implies \begin{bmatrix} 1 & -\frac{2}{5} - \frac{1}{5}i \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

This process may seem a little mysterious at first glance, but it will become very familiar after practice. What we want to recognize is that:

1. The eigenvector equation guarantees that we absolutely must be able to row reduce the condensed matrix so that there is a row of zeroes. That means there is necessarily some combination of the two rows which adds to zero. (That combination, however, involves complex numbers.)

2. Multiplying a complex number by its conjugate (e.g. for \( \lambda = \alpha + \beta i \), the value \( \lambda = \alpha - \beta i \) is the conjugate) always produces a real number.
It follows that we just need to match up the real and complex numbers in the columns of the condensed matrix, which is what we have done above.

The final equation is equivalent to \( v_1 - ((2/5) + (1/5)i)v_2 = 0 \). Setting \( v_2 = t \), we have \( v_1 = ((2/5) + (1/5)i)t \). Writing in vector form, and then taking \( t = 5 \), it follows that we have the complex eigenvector

\[
v = \begin{bmatrix} 2 + i \\ 5 \end{bmatrix} = \left( \begin{bmatrix} 2 \\ 5 \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \end{bmatrix} \cdot i \right).
\]

The importance of what we have done is that we have obtained two vectors, corresponding to the real and imagine parts of \( v \). We have \( a = (2, 5) \) and \( b = (1, 0) \). These are the two distinct vectors we will need when we return to considering differential equations.

It can be checked that choosing the eigenvalue \( \lambda = 1 - i \) would have given the complex eigenvector

\[
v = \left( \begin{bmatrix} 2 \\ 5 \end{bmatrix} - \begin{bmatrix} 1 \\ 0 \end{bmatrix} \cdot i \right).
\]

In particular, notice that we have the same real-valued vectors we identified before—\( a = (2, 5) \) and \( b = (1, 0) \).

### Suggested Problems

1. Determine the eigenvalues, eigenvectors, and generalized eigenvectors (if applicable) of the following matrices:

   (a) \[
   \begin{bmatrix}
   -5 & 3 \\
   0 & 1
   \end{bmatrix}
   \]

   (b) \[
   \begin{bmatrix}
   1 & 5 \\
   -1 & -3
   \end{bmatrix}
   \]

   (c) \[
   \begin{bmatrix}
   -5 & 2 \\
   -10 & 4
   \end{bmatrix}
   \]

   (d) \[
   \begin{bmatrix}
   0 & -1 \\
   4 & -4
   \end{bmatrix}
   \]

   (e) \[
   \begin{bmatrix}
   8 & 1 \\
   -9 & 2
   \end{bmatrix}
   \]

   (f) \[
   \begin{bmatrix}
   -2.5 & 2 \\
   -0.5 & 2.5
   \end{bmatrix}
   \]

   (g) \[
   \begin{bmatrix}
   \sqrt{2} & 1 \\
   4 & \sqrt{2}
   \end{bmatrix}
   \]

   (h) \[
   \begin{bmatrix}
   -11 & -4 \\
   10 & 1
   \end{bmatrix}
   \]

   (i) \[
   \begin{bmatrix}
   -3 & -9 \\
   1 & 3
   \end{bmatrix}
   \]